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Abstract

We consider lifetime experiments to compare units from different groups, where the units’ lifetimes may be right-censored. Nonparametric predictive inference for comparison of multiple groups is presented, in particular lower and upper probabilities for the event that a specific group will provide the largest next lifetime. We include the practically relevant consideration that the overall lifetime experiment may be terminated at an early stage, leading to simultaneous right-censoring of all units still in the experiment.
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1 Introduction

We consider comparison of lifetimes of units from multiple groups, simultaneously placed on an experiment. For each unit in the experiment, an event time will be observed, where ‘event’ is either its failure (or a related event of main interest in the study) or right-censoring, with the censoring mechanism assumed to be independent of the failure process. We include in our study explicitly the possibility that the experiment may be terminated early, which will incur a right-censored observation at the moment of termination for all units still in the experiment. This scenario is also considered in so-called ‘precedence testing’ (Balakrishnan and Ng, 2006).
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Actually, the method presented here does not require simultaneous experiments and can be used for multiple comparisons of groups of lifetime data quite generally, but the early termination aspect has been included as it is of clear practical relevance and as the way it is dealt with in our approach is attractive, as discussed in detail in the paper. We present Nonparametric Predictive Inference (NPI) (Augustin and Coolen, 2004; Coolen, 2006) for such situations, with uncertainty quantified by lower and upper probabilities for events that compare the failure times of one further unit from each group. Lower and upper probabilities generalize classical probabilities, and a lower (upper) probability for event $A$, denoted by $\underline{P}(A)$ ($\overline{P}(A)$), can be interpreted in several ways (Coolen, 2006): as supremum buying (infimum selling) price for a gamble on the event $A$, or as the maximum lower (minimum upper) bound for the probability of $A$ that follows from the assumptions made. Informally, $\underline{P}(A)$ ($\overline{P}(A)$) can be considered to reflect the evidence in favour of (against) event $A$.

Suppose we have $k \geq 2$ independent groups, in classical statistics these tend to be referred to as ‘populations’. We avoid the term ‘populations’ in NPI as we only consider one future observation and do not make use of any population distribution, even no assumptions about existence of such a distribution or about a meaningful population are made. For group $j$ ($j = 1, \ldots, k$), $n_j$ units are placed on a lifetime experiment, let their random times to failure be $X_{j,1}, \ldots, X_{j,n_j}$. In classical statistics, it is typically assumed that these random quantities are independent and identically distributed, with continuous distribution function $F_j$. Several nonparametric test methods have been proposed in the literature for comparing $k$ groups of units placed simultaneously on a lifetime experiment.

In order to save time and cost, such a lifetime experiment may be ended before the event times of all units have been observed. Testing for differences between the lifetimes for the different groups, in such a setting, is known as ‘precedence testing’. In classical statistics, there are several variations, for example with the experiment ending when a specific number of failures has been observed for a specific group. The actual stop criterion used affects the outcome of classical tests, as data that could alternatively have occurred influence the sampling distributions of the test statistics used. In NPI, the stop criterion does not explicitly affect inferences, because considerations of alternative data, that did not actually occur and that
depend on a specific stop criterion, play no role in NPI, which is similar to the likelihood principle in Bayesian statistics. However, one should take care that the basic exchangeability assumption underlying NPI is not trivially acceptable for all possible stop criteria, this is an interesting topic on foundations of statistics. It should be noted that similar considerations are also important in Bayesian statistics (de Cristofaro, 2004).

Classical precedence testing methods consider the null hypothesis $H_0 : F_1(x) = \ldots = F_k(x)$ for all $x$, which is tested against several alternative hypotheses, e.g. the most general alternative $H_1 : F_i(x) \neq F_j(x)$ for at least one pair of $i$ and $j$ and some value of $x$. Another alternative hypothesis that has been used is the one-sided alternative $H_2 : F_i(x) \leq F_1(x)$, with strict inequality for at least one $i = 2, 3, \ldots, k$ and some $x$. This is of particular use in applications where one wants to compare a control population, with distribution function $F_1$, to other populations, with distribution functions $F_2, \ldots, F_k$, to test if any of the other populations are better than the control population. Several tests for different alternative hypotheses are presented by Chakraborti and van der Laan (1997) and Chakraborti and Desu (1990). For given $p \in (0, 1)$, these tests typically depend on the statistics $U_{jp} = n_j \hat{F}_j \hat{F}_1^{-1}(p)$, $j = 2, 3, \ldots, k$, where $\hat{F}_j$ denotes the Kaplan-Meier estimator of $F_j(x)$ (Kaplan and Meier, 1958) and $\hat{F}_1^{-1}(u)$ is the Kaplan-Meier quantile function corresponding to $\hat{F}_1$. The asymptotic distribution of some functions of these statistics $U_{jp}$ are given by Chakraborti and van der Laan (1997), who also present more details of such nonparametric precedence tests.

In the NPI approach presented in this paper, no null hypothesis is tested. Instead, different groups are compared by considering one further unit from each group, which is assumed to be exchangeable with those units that were actually tested for the corresponding group. One could, for example, interpret such inferences by considering a scenario in which for group $j$ there were actually $n_j + 1$ units in the experiment, one of which had been randomly selected (all with equal probability) and for this unit no information is revealed, and it would be the ‘future unit’ involved in the events of interest considered in NPI. In practice, the different groups could for example relate to different treatments for one disease, in which case the NPI multiple comparisons could be interpreted as explicitly considering the effect the treatments would have on one future patient, as such it could give important guidance on choice of treatment for a patient.
The NPI approach uses lower and upper probabilities to quantify the uncertainties involved in the comparisons of such random quantities, this enables meaningful inferences without the need for further assumptions, and in applications it will often be an attractive way to compare different groups, as focus on one future unit per group enables many inferential problems to be formulated in a direct way. NPI also enables comparisons based on multiple future observations for each group, this is not considered in this paper.

A brief introduction to NPI is given in Section 2, where we also discuss the novelty of the results in this paper. The lower and upper probabilities for comparing \( k \) groups in order to select the best group, with possible early termination of the lifetime experiment, are presented in Section 3, and this approach is illustrated and discussed in three examples in Section 4, the last of which involves data with crossing empirical survival curves, a frequently discussed topic of research in the literature. Some concluding remarks are given in Section 5, including some comments on the practical use of the method introduced here.

2 Nonparametric predictive inference (NPI)

Nonparametric predictive inference (NPI) is based on Hill’s assumption \( A_n \) (Hill, 1968), which implies direct (lower and upper) probabilities for a future observable random quantity, based on observed values of \( n \) related random quantities (Augustin and Coolen, 2004; Coolen, 2006). NPI is suitable if there is little knowledge about random quantities of interest, other than the \( n \) observations, or if one does not want to use such information. Suppose that \( X_1, \ldots, X_n, X_{n+1} \) are positive, continuous and exchangeable random quantities representing lifetimes. Let the ordered observed values of \( X_1, \ldots, X_n \) be denoted by \( x_1 < x_2 < \ldots < x_n < \infty \). Let \( x_0 = 0 \) and \( x_{n+1} = \infty \) for ease of notation. We assume that no ties occur, our results can be generalised to allow ties (Hill, 1993). For positive \( X_{n+1} \), representing a future observation, based on \( n \) observations, \( A_n \) (Hill, 1968) is \( P(X_{n+1} \in (x_i, x_{i+1})) = 1/(n + 1) \) for \( i = 0, 1, \ldots, n \).

\( A_n \) does not assume anything else, and can be considered to be a post-data assumption related to exchangeability (De Finetti, 1974). Hill (1988) discusses \( A_n \) in detail. Inferences based on \( A_n \) are predictive and nonparametric, and can be considered suitable if there is
hardly any knowledge about the random quantity of interest, other than the \( n \) observations, or if one does not want to use such information, e.g. to study effects of additional assumptions underlying other statistical methods. \( A_n \) is not sufficient to derive precise probabilities for many events of interest, but it provides bounds for probabilities via the ‘fundamental theorem of probability’ (De Finetti, 1974), which are lower and upper probabilities in interval probability theory (Walley, 1991; Weichselberger, 2001). Lawless and Fredette (2005) presented the concept of ‘exact calibration’ for frequentist inferences and, however without explicit reference to \( A_n \), discussed that inferences based on \( A_n \) are exactly calibrated for any value of \( n \), so confirming the strong frequentist consistency properties of NPI.

Coolen and Yan (2004) presented \( rc-A_n \) as a generalization of \( A_n \) for right-censored data, using the extra assumption that, at a moment of censoring, the residual time-to-failure of a right-censored unit is exchangeable with the residual time-to-failure of all other units that have not yet failed or been censored. Their NPI method for dealing with right-censored observations can be considered as a predictive alternative to the Kaplan-Meier estimator, see Coolen and Yan (2004) for detailed discussion and examples. In addition, Coolen and Yan (2003) introduced NPI for comparison of two groups of lifetime data that contain right-censored observations, using the suitable \( rc-A_n \) assumption per group. However, they did not consider situations with more than two groups. It is well known that one can generally not infer multiple comparisons from pairwise comparisons for all subsets of two groups, this is even stronger the case with statistical methods using lower and upper probabilities, for which combination rules are more complex than for precise probabilistic methods (Walley, 1991). Coolen and Yan (2003) did not study the effect of early termination of the lifetime experiment. Recently, Coolen-Schrijner et al. (2009) presented NPI for comparison of two groups of data with early termination of the experiment, say at time \( T_0 \), but they required all observations prior to \( T_0 \) to actually be failure times, so no right-censoring was possible apart from the right-censoring at \( T_0 \) of all units that had not yet failed. Maturi et al. (2010b) presented NPI for comparison of two groups of lifetime data for some specific progressive censoring scenarios, deriving closed-form expressions for these special cases. It should be emphasized that, thus far, NPI for comparison of more than two groups of lifetime data has not been presented in the literature, this is the main contribution.
of the current paper. Thus, Section 3 presents an important generalization of the results by Coolen and Yan (2003) and Coolen-Schrijner et al. (2009), by developing NPI for comparison of multiple groups of lifetime data including right-censored observations, and also including possible early termination of the lifetime experiment.

3 NPI for lifetime data with early termination

In this section, we consider a life-testing experiment to compare units of \( k \geq 2 \) groups, which are assumed to be fully independent, with the experiment starting on all units at time 0. The experiment can be terminated before all units have failed, say at time \( T_0 \), which is assumed not to hold any information on residual time-to-failure for units that have not yet failed. We also allow right-censoring to occur before the experiment is stopped, due to a censoring process that is independent of the failure process. So we consider both right-censored observations in the original data and possible right-censoring due to stopping the experiment at \( T_0 \). For group \( j, j = 1, \ldots, k \), \( n_j \) units are in the experiment, of which \( u_j \) units fail before (or at) \( T_0 \), with ordered failure times \( x_{j,1} < x_{j,2} < \ldots < x_{j,u_j} \leq T_0 \), and \( c_{j,1} < c_{j,2} < \ldots < c_{j,u_j} < T_0 \) are right-censoring times (we assume no tied observations for ease of notation, generalization is straightforward by considering limits, and the examples in Section 4 include ties). Let \( x_{j,0} = 0 \) and \( x_{j,u_j+1} = \infty \) \( (j = 1, \ldots, k) \). Let \( s_{j,i_j} \) be the number of right-censored observations in the interval \( (x_{j,i_j}, x_{j,i_j+1}) \), \( i_j = 0, \ldots, u_j - 1 \), with \( x_{j,i_j} < c_{j,1} < \ldots < c_{j,s_{j,i_j}} < x_{j,i_j+1} \). Similarly, let \( s_{j,u_j} \) be the number of right-censored observations in the interval \( (x_{j,u_j}, T_0) \), with \( x_{j,u_j} < c_{j,1} < \ldots < c_{j,s_{j,u_j}} < T_0 \) and \( \sum_{i_j=0}^{u_j} s_{j,i_j} = v_j \), so \( n_j - (u_j + v_j) \) units from group \( j \) are right-censored at \( T_0 \). The following definition and lemma, presented by Coolen and Yan (2003), are needed to derive the lower and upper probabilities.

**Definition 1.** A partial specification of a probability distribution for a real-valued random quantity \( X \) can be provided via probability masses assigned to intervals, without any further restriction on the spread of the probability mass within each interval. A probability mass assigned, in such a way, to an interval \((a, b)\) is denoted by \( M_X(a, b) \), and referred to as \( M\)-function value for \( X \) on \((a, b)\).
These $M$-functions are basic probability assignments in the sense of Shafer (1976), for which the following lemma, which will be used in the proof of Theorem 1, holds.

**Lemma 1.** For $s \geq 2$, let $J_l = (j_l, r)$, with $j_1 < j_2 < \ldots < j_s < r$, so we have nested intervals $J_1 \supset J_2 \supset \ldots \supset J_s$ with the same right end-point $r$ (which may be infinity). We consider two independent real-valued random quantities, say $X$ and $Y$. Let the probability distribution for $X$ be partially specified via $M$-function values, with all probability mass $P(X \in J_1)$ described by the $s$ $M$-function values $M_X(J_l)$, $l = 1, \ldots, s$, so $\sum_{l=1}^s M_X(J_l) = P(X \in J_1)$ because of the nested structure of the intervals $J_1, \ldots, J_s$. Then, without additional assumptions, $\sum_{l=1}^s P(Y < j_l) M_X(J_l) \leq P(Y < X, X \in J_1) \leq P(Y < r) P(X \in J_1)$, provides the maximum lower and minimum upper bounds.

To compare the $k$ groups, we consider a hypothetical further unit from each group which would also have been involved in this experiment, with $X_{j,n_j+1}$ the random failure time for the further unit from group $j$, assumed to be exchangeable with the failure times of the $n_j$ units of the same group included in the experiment. The assumption rc-$A(n_j)$ implies the lower and upper probabilities presented in Theorem 1, which are optimal bounds under the assumptions made. We restrict attention to the events $X_{l,n_l+1} = \max_{1 \leq j \leq k} X_{j,n_j+1}$, for $l = 1, \ldots, k$. The lower and upper probabilities, in Theorem 1, are specified with the use of the following definition.

**Definition 2.** For NPI with lifetime data containing right-censored observations, and with early termination of the experiment at time $T_0$, the assumption rc-$A(n_j)$ implies that the following $M$-function values apply for a nonnegative random quantity $X_{j,n_j+1}$, on the basis of data consisting of $u_j$ failure times and $(n_j - u_j)$ right-censored observations:

\[
M_{i_j}^j = M_{X_{j,n_j+1}(x_{j,i_j}, x_{j,i_j+1})} = \frac{1}{n_j + 1} \prod_{\{r: c_r < x_{j,i_j}\}} \frac{\tilde{n}_{j,c_r} + 1}{\tilde{n}_{j,c_r}}
\]

\[
M_{i_j, t_j}^j = M_{X_{j,n_j+1}(c_{j,i_j}, x_{j,i_j+1})} = \frac{1}{(n_j + 1)} (\tilde{n}_{j,c_{j,t_j}})^{-1} \prod_{\{r: c_r < c_{j,t_j}\}} \frac{\tilde{n}_{j,c_r} + 1}{\tilde{n}_{j,c_r}}
\]

\[
M_{T_0}^j = M_{X_{j,n_j+1}(T_0, \infty)} = \frac{n_j - (u_j + v_j)}{n_j + 1} \prod_{\{r: c_r < T_0\}} \frac{\tilde{n}_{j,c_r} + 1}{\tilde{n}_{j,c_r}}
\]
where \( i_j = 0, \ldots, u_j, t_j = 1, \ldots, s_j, \) and \( \tilde{n}_{j,c_{r,j}}, \) and \( \tilde{n}_{j,i_{j}} \) are the number of units from group \( j \) in the risk set just prior to time \( c_r \) and \( c_{j,i_j} \), respectively. Also

\[
P_{ij} = P(X_{j,n_j+1} \in (x_{j,i_j}, x_{j,i_j}+1)) = \frac{1}{n_j} \prod_{j \neq c_{r,j}} \frac{\tilde{n}_{j,c_r} + 1}{\tilde{n}_{j,c_r}}
\]

\[
P_{ij} = P(X_{j,n_j+1} \in (T_0, \infty)) = M_{X_{j,n_j+1}(T_0, \infty)} = M_{ij}^T
\]

**Theorem 1.** The lower and upper probabilities for the event that the next observed lifetime from group \( l \) will be the maximum of all next observed lifetimes for the \( k \) groups in the experiment, with one future lifetime per group considered, are

\[
P^l = P\left(X_{l,n_l+1} = \max_{1 \leq j \leq k} X_{j,n_j+1}\right) = \sum_{i_l = 0}^{u_l} \left\{ \prod_{j \neq l}^{k} \left[ \sum_{i_j = 0}^{u_j} 1(x_{j,i_j} \leq x_{l,i_l}) P_{ij}^l \right] \right\} M_{ij}^l + \sum_{i_l = 1}^{s_{l,i_l}} \prod_{j \neq l}^{k} \left[ \sum_{i_j = 0}^{u_j} 1(x_{j,i_j} < c_{l,i_l}) P_{ij}^l \right] M_{ij}^l + M_{T_0} \prod_{j = 1}^{k} \sum_{i_j = 0}^{u_j} 1(x_{j,i_j} < T_0) P_{ij}^l \quad (1)
\]

\[
P^l = P\left(X_{l,n_l+1} = \max_{1 \leq j \leq k} X_{j,n_j+1}\right) = \sum_{i_l = 0}^{u_l} \left\{ \prod_{j \neq l}^{k} \left[ \sum_{i_j = 0}^{u_j} 1(x_{j,i_j} < x_{l,i_l+1}) M_{ij}^l \right] \right\} + \sum_{i_l = 0}^{u_l} \sum_{i_j = 0}^{s_{j,i_j}} 1(c_{l,i_l} < x_{l,i_l+1}) M_{ij}^l + \sum_{i_l = 0}^{u_l} \sum_{i_j = 0}^{s_{j,i_j}} 1(c_{l,i_l} < x_{l,i_l+1}) M_{ij}^l + \sum_{i_l = 0}^{u_l} \sum_{i_j = 0}^{s_{j,i_j}} 1(T_0 < x_{l,i_l+1}) M_{ij}^l + P_{T_0}^l \quad (2)
\]

**Proof.** We can write the probability for the event that the lifetime of the next future observation
from group \( l \) is the maximum of all next future lifetimes for the \( k \) groups as

\[
P^{(l)} = P \left( X_{l,n_l+1} = \max_{1 \leq j \leq k} X_{j,n_j+1} \right) = P \left( \bigcap_{j=1 \atop j \neq l}^k \{ X_{j,n_j+1} < X_{l,n_l+1} \} \right)
\]

\[
= \sum_{i_l=0}^{u_l} P \left( \bigcap_{j=1 \atop j \neq l}^k \{ X_{j,n_j+1} < X_{l,n_l+1}, X_{l,n_l+1} \in (x_{l,i_l}, x_{l,i_l+1}) \} \right) + P \left( \bigcap_{j=1 \atop j \neq l}^k \{ X_{j,n_j+1} < X_{l,n_l+1} \} \right)
\]

The lower probability is derived as follows

\[
P^{(l)} \geq \sum_{i_l=0}^{u_l} \left\{ P \left( \bigcap_{j=1 \atop j \neq l}^k \{ X_{j,n_j+1} < x_{l,i_l} \} \right) M_{i_l}^l \right. \\
+ \sum_{t_l=1}^{s_{l,i_l}} P \left( \bigcap_{j=1 \atop j \neq l}^k \{ X_{j,n_j+1} < c_{l,t_l}^{j,i_l} \} \right) M_{i_l,t_l}^l + \sum_{t_l=1}^{s_{l,i_l}} P \left( \bigcap_{j=1 \atop j \neq l}^k \{ X_{j,n_j+1} < T_0 \} \right) M_{T_0}^l \\
\left. \geq \prod_{j=1 \atop j \neq l}^k \sum_{i_l=0}^{u_l} \prod_{i_j=0}^{u_j} 1(x_{j,i_j+1} < x_{l,i_l}) P_{i_j}^l M_{i_l}^l \\
+ \sum_{t_l=1}^{s_{l,i_l}} \prod_{j=1 \atop j \neq l}^k \sum_{i_j=0}^{u_j} 1(x_{j,i_j+1} < c_{l,t_l}^{j,i_l}) P_{i_j}^l M_{i_l,t_l}^l + \prod_{j=1 \atop j \neq l}^k \sum_{i_j=0}^{u_j} 1(x_{j,i_j+1} < T_0) P_{i_j}^l M_{T_0}^l \right\}
\]

The first inequality follows by putting all masses according to the \( M \)-functions for \( X_{l,n_l+1} \).
corresponding to the intervals \((x_{l,i}, x_{l,i+1})\), for \(i_l = 0, 1, \ldots, u_l\), and to \((T_0, \infty)\), in the left end points of these intervals, and by using Lemma 1 for the nested intervals. The second inequality follows by putting all \(M\)-function masses for \(X_{j,n_j+1}\), for \(j = 1, \ldots, k, j \neq l\), corresponding to the intervals \((x_{j,i}, x_{j,i+1})\), with \((i_j = 0, 1, \ldots, u_j)\), and to \((T_0, \infty)\), in the right end points of these intervals. The upper probability is obtained in a similar way, but now all \(M\)-function masses for the random quantities involved are put at the opposite end points of the respective intervals, which leads to

\[
P^{(l)} \leq \sum_{i_l=0}^{u_l} P \left( \bigcap_{j=1, j \neq l}^{k} \{ X_{j,n_j+1} < x_{l,i_l+1} \} \right) P_{i_l}^{l} + P \left( \bigcap_{j=1, j \neq l}^{k} \{ X_{j,n_j+1} < \infty \} \right) P_{T_0}^{l}
\]

\[
= \sum_{i_l=0}^{u_l} P_{i_l}^{l} \prod_{j=1, j \neq l}^{k} P \left( X_{j,n_j+1} < x_{l,i_l+1} \right) + P_{T_0}^{l}
\]

\[
\leq \sum_{i_l=0}^{u_l} P_{i_l}^{l} \prod_{j=1, j \neq l}^{k} \left\{ \sum_{i_j=0}^{u_j} P \left( x_{j,i_j} < x_{l,i_l+1} \right) M_{i_j}^{j} \right\}
\]

\[
+ \sum_{i_j=0}^{u_j} \sum_{i_l=0, l \neq j, \neq l}^{u_l} \left \{ M_{i_j}^{j} + 1 \left( T_0 < x_{l,i_l+1} \right) M_{i_l}^{l} \right \} + P_{T_0}^{l}
\]

It should be noted that the bounds above are sharp, in the sense that there are indeed possible assignments of the probabilities, in accordance to the \(M\)-function values, for which these bounds are actually attained, and hence they are valid lower and upper probabilities with strong consistency properties (Augustin and Coolen, 2004). It is easily seen that the value of \(T_0\) only influences these lower and upper probabilities through the \(u_j\). If \(u_l = 0\) then \(\overline{P}^{(l)} = 1\), while if \(u_j = 0\) for at least one \(j \neq l\) then \(\underline{P}^{(l)} = 0\). If the experiment is terminated before a single unit has failed, then \(\underline{P}^{(l)} = 0\) and \(\overline{P}^{(l)} = 1\) for all groups. These extreme cases illustrate an attractive feature of lower and upper probabilities in quantifying the strength of statistical information, in an intuitive manner that is not possible with precise probabilities. If \(T_0\) increases, \(\overline{P}^{(l)}\) never decreases and \(\underline{P}^{(l)}\) never increases, and they can only change if further events are observed.
This can be of great benefit on deciding when, during an experiment, the information provided by the experiment is sufficient to terminate it, for example if a lower probability for an event of interest has exceeded a chosen threshold value which is deemed to provide sufficient evidence in favour of this event.

If the experiment is not ended before event times for all units have been observed (whether the units have failed or were right-censored), then the terms including $T_0$ in formulae (1) and (2) disappear, and we get an extension of the results by Coolen and Yan (2003), who only considered NPI for comparison of two groups of lifetime data. In this case, the lower and upper probabilities are

$$ P^{(l)} = \sum_{\tau_l=0}^{u_l} \left\{ \prod_{j=1}^{k} \left( \sum_{i_j=0}^{u_j} \left( \sum_{x_{j,i_j+1}}^{x_{l,i_l}} P^{(j)}_{i_j} \right) \right) \right\} M^{l}_{i_l,t_l} + \sum_{\tau_l=1}^{s_{l,i_l}} \left( \sum_{i_j=0}^{u_j} \left( \sum_{x_{j,i_j+1}}^{x_{l,i_l}} P^{(j)}_{i_j} \right) \right) M^{l}_{i_l,t_l} $$

$$ P^{(l)} = \sum_{\tau_l=0}^{u_l} \left\{ \prod_{j=1}^{k} \left( \sum_{i_j=0}^{u_j} \left( \sum_{x_{j,i_j+1}}^{x_{l,i_l}} M^{j}_{i_j} + \sum_{s_{j,i_j}}^{u_j} \sum_{i_j=0}^{s_{j,i_j}} \left( c_{j,i_j}^{(j)} \right) M^{j}_{i_j,t_j} \right) \right) \right\} $$

A special case also occurs if there are no right-censored observations before $T_0$, in this case our method generalizes the NPI results by Coolen-Schrijner et al. (2009), who considered NPI for comparison of two groups with early termination of the experiment, but without earlier right-censoring occurring.

At any value of $T_0$, we can state that the data provide a strong indication that group $l$ is the best if $P^{(l)} > P^{(j)}$ for all $j \neq l$. Of course, this may not occur, and we may be happy to have data providing a weak indication that group $l$ is the best. It might seem attractive to state that, if $P^{(l)} > P^{(j)}$ and $P^{(l)} > P^{(j)}$ for all $j \neq l$, there would be a weak indication that group $l$ is the best. Indeed, if one has to select one group and there is a group for which such a weak indication of being best holds, then that is the natural candidate. However, such a weak indication can be very weak indeed, in particular as it can already occur for relatively small $T_0$, with $P^{(l)}$ positive but very small, this is discussed in an example in Section 4. If such a weak indication holds for one group, and in addition one judges the lower probability of this group being best to be sufficiently high, then it seems a reasonable basis for the choice of this group as being the
best. In all these considerations, it is an advantage that the difference between corresponding lower and upper probabilities \((P^{(l)} - P^{(l)})\), also called the imprecision, reflects the amount of information available, and it decreases if more relevant information becomes available. If one judges this difference to be too large, or if one judges each lower probability of a group being best too small to base a choice on the information available, then clearly one must either get more information, e.g. by continuing the experiment or repeating the experiment with more units, or one could explore the use of other statistical approaches with more modeling assumptions.

4 Examples

In this section, three examples with data from the literature are presented to illustrate our new method. In the second example we briefly discuss a classical precedence testing alternative for the same data, and the third example considers a situation with crossing empirical survival curves.

Example I

We use a data set from Desu and Raghavarao (2004, p.263), representing the recorded times (months) until promotion at a large company, for 19 employees in \(k = 3\) departments, which we refer to as ‘groups’ in line with terminology used throughout this paper. The data are as follows:

For group 1: 15, 20\(^+\), 36, 45, 58, 60 (\(n_1 = 6\)), for group 2: 12, 25\(^+\), 28, 30\(^+\), 30\(^+\), 36, 40, 45, 48 (\(n_2 = 9\)), and for group 3: 30\(^+\), 40, 48, 50 (\(n_3 = 4\)), where ‘\(^+\)’ indicates that the employee left the company at that length of service before getting promotion, hence this can be considered to be a right-censored observation (one could argue about whether or not this right-censoring process is independent of the promotion process, but as we only use this data set to illustrate our new method, and have no further circumstantial information, we do not address this in more detail). We consider at which department the data suggest that one needs to work the longest to get a promotion. In this example, as we are looking at maximum time till promotion, the ‘best group’ in terminology from Section 3, of course actually represents the department where one has to work the longest to achieve a promotion. This data set contains tied observations,
in NPI these are dealt with by assuming that they differ a very small amount, in such a way that the lower (or upper) probability of interest is smallest (largest) over all possible ways to break the ties, which is an attractive manner for dealing with ties.

We use these data to illustrate the NPI method proposed in this paper, for which we also wish to illustrate the effect of possible early termination of a lifetime experiment. To enable this, we now assume that the recorded times until promotion are all measured from the same moment in time, and we consider the effect on our inferences if, instead of having the complete data as given above, the differences in time to promotion were studied after $T_0$ months. In this case, all observations that are larger than $T_0$ are replaced by right-censored observations at $T_0$. For several values of $T_0$, the lower probabilities $P^{(l)}$ and upper probabilities $P^{(l)}$, for $l = 1, 2, 3$, are presented in Table 1. For all values of $T_0$, until it is greater than the largest observation in the data set (60), these lower and upper probabilities are also displayed in Figure 1. At no value for $T_0$ the data indicate strongly that one of the groups leads to longest time to promotion, according to the formulation of such indications as explained at the end of Section 3.

<table>
<thead>
<tr>
<th>$T_0$</th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$P^{(1)}$</th>
<th>$P^{(2)}$</th>
<th>$P^{(3)}$</th>
<th>$P^{(1)}$</th>
<th>$P^{(2)}$</th>
<th>$P^{(3)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.9029</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.8629</td>
<td>0</td>
<td>0.9029</td>
<td>0.0114</td>
<td>1</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.8629</td>
<td>0</td>
<td>0.9029</td>
<td>0.0114</td>
<td>1</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.8629</td>
<td>0</td>
<td>0.7974</td>
<td>0.0243</td>
<td>1</td>
</tr>
<tr>
<td>38</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0.7140</td>
<td>0</td>
<td>0.6591</td>
<td>0.0887</td>
<td>1</td>
</tr>
<tr>
<td>42</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>0.0678</td>
<td>0.7140</td>
<td>0.0248</td>
<td>0.5398</td>
<td>0.1135</td>
<td>0.8332</td>
</tr>
<tr>
<td>47</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>0.0813</td>
<td>0.6148</td>
<td>0.0315</td>
<td>0.4341</td>
<td>0.1969</td>
<td>0.8332</td>
</tr>
<tr>
<td>49</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>0.1670</td>
<td>0.6148</td>
<td>0.0315</td>
<td>0.3542</td>
<td>0.2161</td>
<td>0.7475</td>
</tr>
<tr>
<td>52</td>
<td>3</td>
<td>6</td>
<td>3</td>
<td>0.2392</td>
<td>0.6148</td>
<td>0.0315</td>
<td>0.3542</td>
<td>0.2161</td>
<td>0.6617</td>
</tr>
<tr>
<td>59</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>0.2392</td>
<td>0.6148</td>
<td>0.0315</td>
<td>0.3542</td>
<td>0.2161</td>
<td>0.6617</td>
</tr>
<tr>
<td>61</td>
<td>5</td>
<td>6</td>
<td>3</td>
<td>0.2392</td>
<td>0.6148</td>
<td>0.0315</td>
<td>0.3542</td>
<td>0.2161</td>
<td>0.6617</td>
</tr>
</tbody>
</table>

As mentioned before, $T_0$ only influences the lower and upper probabilities considered here via the $u_j$, so the actually observed failure times, in the sense that, for increasing $T_0$, these lower and upper probabilities for each group are constant except when $T_0$ increases past an observed $u_j$. For example, for $15 < T_0 < 28$, the lower and upper probabilities for all three groups remain constant since no observed failure times are in this interval, even though there are two right-censored observations in this interval. These right-censored observations affect the
lower and upper probabilities with larger values of $T_0$, at later failure times, as the jump sizes in these functions will increase. Effectively, our method considers the extreme configurations of the probability masses per group, according to the NPI $M$-functions, and if the largest observation before $T_0$ is a right-censoring time, this does not affect the most extreme orderings of the observations in different groups which correspond to the lower and upper probabilities, and hence there is no direct effect of such right-censoring times on the presented lower and upper probabilities.

At $T_0 = 28$, when the experiment would include the failure time 28 for a unit of group 2, the upper probability for group 2 to be best decreases and the lower probability for group 3 increases. However, the lower probabilities for group 1 and for group 2 to be best still remain 0 here, as there has not yet been an observed failure for group 3 at that moment in time, so the data do not exclude the possibility here that units in group 3 never fail. If the experiment is ended before the first failure of a particular group occurs, as is the case for group 3 at $T_0$ less than 40 in this example, than the extreme case corresponding to these lower probabilities for groups 1 and group 2, according to the NPI $M$-functions, allows the probability mass related to failure for units of group 3 to go to infinity, which explains why the lower probabilities for
group 1 and group 2 remain equal to 0 until $T_0$ increases past 40, the smallest time at which a unit of group 3 fails, and also why the upper probability for group 3 is equal to 1 for all $T_0$ up to 40.

If the experiment is stopped at $T_0 \in (15, 50)$, both the lower and upper probabilities for group 3 are greater than the lower and upper probabilities, respectively, for group 1 and group 2, as discussed before one could argue that this provides a weak indication that group 3 leads to the longest times until promotion. However, the very large imprecision in these lower and upper probabilities indicates that the evidence for such a claim is very weak, so care must be taken when formulating any conclusion along these lines. For larger values of $T_0$, such that event times for most units have been observed in the experiment, group 3 has most imprecision remaining, which reflects that there are only few observations for group 3.

**Example II**

In this example we use a data set also considered by Lee and Desu (1972), which gives leukemia remission times (in days) for patients undergoing three different treatments, so $k = 3$, and the numbers of patients per treatment are $n_1 = 25$, $n_2 = 19$ and $n_3 = 22$. The data are given in Table 2, where ‘+’ again indicates that an observation is right-censored. In this example, ‘better’ means that a treatment leads to larger remission times.

<table>
<thead>
<tr>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Treatment 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 5 9 10</td>
<td>8 10 10</td>
<td>8 10 11</td>
</tr>
<tr>
<td>10 12 13 20+</td>
<td>12 14 20</td>
<td>23 25 28</td>
</tr>
<tr>
<td>23 28 28</td>
<td>48 70 75</td>
<td>28 31 40</td>
</tr>
<tr>
<td>29 31 32 37</td>
<td>99 103 161+</td>
<td>48 89 124 143</td>
</tr>
<tr>
<td>41 41 57 62</td>
<td>162 169 195</td>
<td>159+ 190+ 196+ 197+</td>
</tr>
<tr>
<td>74 100 139 258+</td>
<td>199+ 217+ 220</td>
<td>205+ 219+</td>
</tr>
<tr>
<td>269+</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: The remission times (in days) of leukemia patients

This data set was also used by Chakraborti and van der Laan (1997) to illustrate precedence testing, with Treatment 1 considered as a control treatment, and with focus on the median of the remission times for the control treatment, i.e. $\hat{F}_1^{-1}(0.5) = 29.39$, $\hat{F}_2(29.39) = 0.3334$ and $\hat{F}_3(29.39) = 0.4207$. They tested the null hypothesis that all treatments have the same effect, against the alternative that at least one of Treatments 2 or 3 is better than Treatment 1. They
concluded that, at 5% significance level, there is no evidence that any of the Treatments 2 or 3 is better than Treatment 1.

Table 3: NPI lower and upper probabilities, Example II

<table>
<thead>
<tr>
<th>$T_0$</th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$P^{(1)}$</th>
<th>$\overline{P}^{(1)}$</th>
<th>$P^{(2)}$</th>
<th>$\overline{P}^{(2)}$</th>
<th>$P^{(3)}$</th>
<th>$\overline{P}^{(3)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0.0019</td>
<td>0.9232</td>
<td>0.0045</td>
<td>0.9505</td>
<td>0.0053</td>
<td>0.9570</td>
</tr>
<tr>
<td>9.5</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>0.0103</td>
<td>0.8102</td>
<td>0.0139</td>
<td>0.8535</td>
<td>0.0253</td>
<td>0.9156</td>
</tr>
<tr>
<td>10.7</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>0.0246</td>
<td>0.7366</td>
<td>0.0281</td>
<td>0.7586</td>
<td>0.0571</td>
<td>0.8741</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>0.0380</td>
<td>0.6992</td>
<td>0.0408</td>
<td>0.7113</td>
<td>0.0776</td>
<td>0.8339</td>
</tr>
<tr>
<td>24</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>0.0703</td>
<td>0.5598</td>
<td>0.1155</td>
<td>0.7113</td>
<td>0.1066</td>
<td>0.6772</td>
</tr>
<tr>
<td>30</td>
<td>12</td>
<td>6</td>
<td>8</td>
<td>0.0826</td>
<td>0.4927</td>
<td>0.1674</td>
<td>0.7113</td>
<td>0.1189</td>
<td>0.6034</td>
</tr>
<tr>
<td>33</td>
<td>14</td>
<td>6</td>
<td>10</td>
<td>0.0876</td>
<td>0.3934</td>
<td>0.2232</td>
<td>0.7113</td>
<td>0.1362</td>
<td>0.5678</td>
</tr>
<tr>
<td>42</td>
<td>17</td>
<td>6</td>
<td>11</td>
<td>0.1047</td>
<td>0.3313</td>
<td>0.2682</td>
<td>0.6558</td>
<td>0.1773</td>
<td>0.5351</td>
</tr>
<tr>
<td>71</td>
<td>19</td>
<td>8</td>
<td>12</td>
<td>0.1173</td>
<td>0.2750</td>
<td>0.3093</td>
<td>0.6069</td>
<td>0.2225</td>
<td>0.5085</td>
</tr>
<tr>
<td>101</td>
<td>21</td>
<td>10</td>
<td>13</td>
<td>0.1260</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5848</td>
<td>0.2450</td>
<td>0.4664</td>
</tr>
<tr>
<td>150</td>
<td>22</td>
<td>11</td>
<td>15</td>
<td>0.1291</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5664</td>
<td>0.2581</td>
<td>0.4664</td>
</tr>
<tr>
<td>165</td>
<td>22</td>
<td>12</td>
<td>15</td>
<td>0.1322</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5480</td>
<td>0.2713</td>
<td>0.4664</td>
</tr>
<tr>
<td>170</td>
<td>22</td>
<td>13</td>
<td>15</td>
<td>0.1353</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5302</td>
<td>0.2840</td>
<td>0.4664</td>
</tr>
<tr>
<td>198</td>
<td>22</td>
<td>14</td>
<td>15</td>
<td>0.1404</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5226</td>
<td>0.2840</td>
<td>0.4664</td>
</tr>
<tr>
<td>221</td>
<td>22</td>
<td>15</td>
<td>15</td>
<td>0.1404</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5226</td>
<td>0.2840</td>
<td>0.4664</td>
</tr>
<tr>
<td>270</td>
<td>22</td>
<td>15</td>
<td>15</td>
<td>0.1404</td>
<td>0.2510</td>
<td>0.3510</td>
<td>0.5226</td>
<td>0.2840</td>
<td>0.4664</td>
</tr>
</tbody>
</table>

This data set contains tied observations and we deal with them in the same manner as in Example I. Table 3 presents the NPI lower and upper probabilities for the events that Treatment $l$ ($l = 1, 2, 3$) is the best, i.e. Treatment $l$ leads to larger remission times than the other two treatments, for a number of times $T_0$ at which the experiment could have been stopped, where
as before all units for which no event had yet been observed at $T_0$ would be considered to be right-censored at $T_0$. These lower and upper probabilities are also displayed in Figure 2. If the experiment had been terminated at any time before 162 (i.e. $T_0 < 162$) then there would have been a weak indication that Treatments 2 and 3 are better than Treatment 1, since $\underline{p}^{(1)} < \underline{p}^{(j)}$ and $\overline{p}^{(1)} < \overline{p}^{(j)}$ for $j = 2, 3$. However, if we consider, for example, the case where the experiment would have been stopped at $T_0 = 162$, then the data would provide a strong indication that Treatments 2 and 3 are both better than Treatment 1, since $\underline{p}^{(1)} < \underline{p}^{(j)}$ for $j = 2, 3$. Of course, as these NPI lower (upper) probabilities never decrease (increase), the same indication holds if the experiment would have continued beyond time 162, no matter if or when it would have been terminated. This is an interestingly different conclusion than that reached by Chakraborti and van der Laan (1997), and is a good indication of the importance of using several statistical methods simultaneously, as further discussed in Section 5. It should be noted that, if in this example the experiment is not terminated before an event for each unit has been recorded (so $T_0 > 269$), then the NPI lower and upper probabilities corresponding to Treatment 3 have the largest imprecision, which is caused by the fact that for this treatment more observations are right-censored, particularly the larger observations, than for the other treatments.

**Example III**

This example considers comparison of $k = 2$ groups of lifetime data in a scenario where the empirical survival curves for the two groups cross. There is a substantial literature on statistical methods for such cases, typically because of the possible variations in model assumptions and alternative hypotheses when testing a null-hypothesis of ‘equal distributions’ for the lifetimes of both groups, see for example Le (2004) and Logan et al. (2008) for recent overviews and contributions. Fleming et al. (1980) presented data on survival of patients with bile duct cancer from a study to determine whether those treated with a combination of radiation treatment (RoRx) and 5-Fluorouracil (5-FU) would survive significantly longer than a control population. Survival times, in days, for the RoRx+5-FU Treatment group (22 patients) were 30, 67, 79+, 82+, 95, 148, 170, 171, 176, 193, 200, 221, 243, 261, 262, 263, 399, 414, 446, 446+, 464, 777, while for the Control group (25 patients) the survival times were 57, 58, 74, 79, 89, 98, 101,
Figure 3 presents the Kaplan-Meier survival functions together with the NPI lower and upper survival functions (Coolen and Yan, 2004; Maturi et al., 2010a) for both the treatment and control groups, and with time transferred to months. Note that the figure does not provide the full curves, as including the right tails would make the main part of the plot harder to see. The Kaplan-Meier function is usually considered as the empirical survival curve, and it is bounded by the corresponding NPI lower and upper survival functions. Clearly, the curves for the different groups cross, with survival for members of the treatment group higher than for the control group early on, but later in the experiment the control group seems to have better survival prospects.

Fleming et al. (1980) applied three different hypothesis tests for these data, testing for equality of the two underlying population survival functions against the one-sided alternative
of the treatment providing longer survival. One of these tests rejected the null-hypothesis at 5% level of significance while the other two tests failed to do so. The reason is that different test statistics for such methods pick up on different aspects of the data, with some reflecting the crossing of the empirical survival curves while others do not pick up this feature.

The results of the NPI method, as presented in this paper, applied to these data are presented in Table 4 for a variety of values $T_0$, which are times at which it is assumed that the experiment would have been ended. The event considered is that the lifetime of the next unit from the treatment group is greater than the lifetime of the next unit from the control group, $X_{T,23} > X_{C,26}$. The NPI lower and upper probabilities for $T_0 = 88$ are actually the values that hold without early termination of the experiment, as all observations (either deaths or right-censoring times) are smaller than this value. So, taking the full data into account, we have $P(X_{T,23} > X_{C,26}) = 0.5468$ and $P(X_{T,23} > X_{C,26}) = 0.6345$. These values suggest that there is some evidence in favour of the suggestion that the treatment has a beneficial effect on survival. The NPI method does not involve testing of a hypothesis, but the lower and upper probabilities clearly quantify the strength of the evidence in favour of this specific event. The corresponding lower and upper probabilities in case of early termination of the experiment, so for different $T_0$ as given in Table 4, shows the effect of the crossing empirical survival functions quite clearly. As mentioned before, for increasing $T_0$ the NPI lower (upper) probability never decreases (increases), and early on the lower probability for the event $X_{T,23} > X_{C,26}$ increases substantially faster than the corresponding upper probability decreases, implying that early on there is substantially more evidence in favour of this event than against this event. From about $T_0 = 9$ however the upper probability decreases faster than the lower probability increases, which is caused by the same feature reflected by the crossing of the empirical survival curves. In addition to showing the effect of crossing empirical survival curves on the presented NPI method, this example also makes clear that it is often difficult to base a decision on ‘best group’ solely on the groups’ empirical survival curves, and that different classical hypothesis testing methods can lead to varying conclusions by taking different aspects of the data into account. The NPI method provides an alternative way to quantify differences between groups of lifetime data that may often be attractive, in particular in situations where one would naturally be
interested in comparing the outcome of different treatments for a single next patient in each
group, or indeed where different treatments can be applied to a single patient and one wishes
to make an optimal choice for this patient in terms of longest survival time.

Table 4: NPI lower and upper probabilities for $X_{T,23} > X_{C,26}$, Example III.

<table>
<thead>
<tr>
<th>$T_0$ months</th>
<th>$P(X_{T,23} &gt; X_{C,26})$</th>
<th>$P(X_{T,23} &gt; X_{C,26})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.9582</td>
</tr>
<tr>
<td>3</td>
<td>0.1704</td>
<td>0.9197</td>
</tr>
<tr>
<td>5</td>
<td>0.3903</td>
<td>0.8587</td>
</tr>
<tr>
<td>6</td>
<td>0.4495</td>
<td>0.7977</td>
</tr>
<tr>
<td>8</td>
<td>0.4938</td>
<td>0.7441</td>
</tr>
<tr>
<td>9</td>
<td>0.5271</td>
<td>0.6887</td>
</tr>
<tr>
<td>15</td>
<td>0.5345</td>
<td>0.6517</td>
</tr>
<tr>
<td>18</td>
<td>0.5419</td>
<td>0.6394</td>
</tr>
<tr>
<td>25</td>
<td>0.5468</td>
<td>0.6394</td>
</tr>
<tr>
<td>88</td>
<td>0.5468</td>
<td>0.6345</td>
</tr>
</tbody>
</table>

5 Concluding remarks

This paper has introduced NPI for comparing lifetimes of units from $k \geq 2$ independent groups,
including the possibility that, if the data result from a lifetime experiment which started simulta-
naneously for all units, this experiment may be ended before all event times have been observed
or one simply wishes to consider the intermediate results at some point during an ongoing
experiment, for example to see if evidence from data is already strong enough to end the ex-
periment. For each unit, the event time recorded, if it happens before the experiment is ended,
is either the time of an observed failure or a right-censoring time. Where classical frequentist
methods in statistics tend to base such comparisons on hypotheses tests, the NPI approach
directly compares random failure times of further units from these groups, which are assumed
to be related to the observations per group through Hill’s assumption $A_{(n)}$, or Coolen and
Yan’s assumption $rc-A_{(n)}$ if the data contain right-censored observations, without any further
assumptions. Attention has been restricted to a single future observation per group, which can,
conceptually, be generalized to multiple future observations per group, but the interdependence
of such multiple future observations for a single group must be taken into account, and when
the data for the group include right-censored observations NPI methods for doing this have not
yet been developed.

As for any new statistical method, it is important to consider how it can be applied. Of course, the assumption $A_{(n)}$ per group is crucial, if for example the data or knowledge about underlying processes are such that one does not consider the exchangeability assumption, implicit to $A_{(n)}$, to be appropriate, then this method should not be applied. All classical nonparametric methods in this application area tend to agree with this exchangeability assumption, but require additional assumptions (e.g. similarities in the probability distribution functions corresponding to different groups). One may well think that, in most applications, there is knowledge about the process and groups considered that can or should be taken into account, which NPI does not take on board. However, in all cases NPI can be considered to be a 'base-line method', it provides inferences without further assumptions or information, and this enables for example useful study of the outcomes of other statistical methods. If other methods lead to conclusions which differ substantially from those resulting from the NPI approach, then this will be due to the assumptions underlying the other method, which may often not have been made under complete awareness but more for mathematical convenience.

It is important to be aware of the fact that problems which appear to be identical are often formulated in substantially different manners in different statistical methods, with each method affected by specific features of the data. As such, we would strongly recommend the use of several statistical methods for a problem of interest, followed by careful study of the resulting inferences. Of course, one does then not report only outcomes of those methods which one may consider to be favourable, but has to report the total study with reasons for inclusion of specific methods, with particular focus on variability in conclusions corresponding to different statistical methods. If all such conclusions point in the same direction, then one can have great confidence in the inferences, but if this is not the case then the value of such an extensive study may well be even greater, as detailed understanding of the different outcomes is likely to provide more insight into specific aspects of the data and the actual inferential problem, as well as into the different methods used. It is somewhat peculiar that many statisticians, explicitly trained to study variability, seem to advocate the use of a single inferential approach, model and method for a given problem, while a detailed study using several methods would often
provide far greater understanding. In practice, careful reporting of such an extensive study using multiple approaches may often not be considered to be feasible, and time may even be too short to actually apply multiple methods. Nevertheless, we believe that the NPI approach presented in this paper provides an attractive different way to approach the important problem of multiple comparisons of different groups of lifetime data, and as it can be easily implemented its application, on its own when deemed suitable but more generally in combination with a variety of more established inferential methods, can lead to valuable insights and powerful inferences, particularly due to the strong consistency properties of NPI as briefly discussed in Section 2.

We consider it an advantage of NPI that, as clearly shown in the examples in this paper for smaller values of $T_0$, it may be that the lower and upper probabilities are so wide that they do not point towards clear decisions. This makes clear that, in order to derive stronger guidance, more information is needed, which in this application area would imply to either continue the experiment or to repeat it with more units involved. Of course, if there are no possibilities to gain further information, the wide bounds do not lead to indecision (an often heard criticism against the use of lower and upper probabilities), but they just make clear that the data and method used do not strongly indicate a preference for any of the groups. In this case, the data and NPI method may still provide some weak indications to support a specific choice, whereas alternative statistical methods, if they lead to a null hypothesis of 'equal probability distributions' not being rejected, would provide very little guidance on what group to choose if one must do so.

We only considered comparison of different groups by focusing on a single group being best, defined in terms of maximum value of the random lifetime for a future observation. Generalization to consider subsets of groups, either such that they contain the best one or that all selected groups are better than all not-selected groups, is achievable along the lines of Coolen and van der Laan (2001). Sometimes one may wish to compare different groups by focusing on different aspects, for example aiming for maximum lower probability of surviving a specific length of time. It is also of interest to consider the use of score-functions which enable both the lower and upper probabilities for events of interest, or the lower and upper survival functions,
to be taken into account. NPI provides opportunities to solve such problems, as long as they
are formulated in a predictive manner, which may well be attractive in many applications, and
may be considered to be more intuitive than formulation of multiple comparison problems via
hypothesis tests.
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