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In finance, inferences about future asset returns are typically quantified with the use of parametric distributions and single-valued probabilities. It is attractive to use less restrictive inferential methods, including nonparametric methods which do not require distributional assumptions about variables, and imprecise probability methods which generalise the classical concept of probability to set-valued quantities. Main attractions include the flexibility of the inferences to adapt to the available data and that the level of imprecision in inferences can reflect the amount of data on which these are based. This paper introduces nonparametric predictive inference (NPI) for stock returns. NPI is a statistical approach based on few assumptions, with inferences strongly based on data and with uncertainty quantified via lower and upper probabilities. NPI is presented for inference about future stock returns, as a measure for risk and uncertainty, and for pairwise comparison of two stocks based on their future aggregate returns. The proposed NPI methods are illustrated using historical stock market data.
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1. Introduction

Stock return predictability is one of the most widely discussed topics in the finance literature, for a recent survey see Rapach and Zhou [32]. Stock return forecasting is a challenging research area, it is argued that stock returns consists of a large unpredictable component, in which best forecasting methods are able only to explain a small part of stock returns. Despite such concerns, many studies have been devoted to forecast stock returns, see e.g. Rapach and Zhou [32] and references therein. Recent studies provide strategies in order to improve stock return forecasting by taking into account model uncertainty and parameter instability [30], among these strategies are economically motivated model restrictions [20], combination of forecasts [31], diffusion indices [28], and regime shifts [23].

Approaches to predicting stock returns fall mainly into three broad categories: fundamental analysis, technical analysis and quantitative analysis [35]. Fundamental analysis involves analysing the business performance of the issuing company [5]. This includes investigation of macroeconomic factors that may affect the company’s value (i.e. conditions within the economy and industry as a whole) as well as company-specific factors. This approach incorporates both quantitative and qualitative factors. Technical analysis is purely based on analysing historical market
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data [5]. Stock prices observed on previous days are used to identify trends regarding the stock’s future price. There are various approaches used when analysing historical data, including charting techniques and price-based indicators designed to identify trends. Quantitative analysis also makes use of historical market data, but employs mathematical and statistical modelling techniques. Models are developed and calibrated based on past data, and can then be used to make predictions about the future performance of a stock. This is most commonly done using Monte Carlo simulation: stochastic models are used to repeatedly simulate future stock returns, and key statistics such as the mean, median and standard deviation are calculated based on the output. The probability of achieving or exceeding a given return can also be calculated via Monte Carlo simulation.

Statistical inference about future stock returns is usually based on classical probability theory with precise probabilities satisfying Kolmogorov’s axioms. Imprecise probability is a generalisation of classical probability theory enabling various less restrictive representations of uncertainty [1]. Recent research in this field has led to various new approaches to statistical inference, one of which is nonparametric predictive inference (NPI) [2, 6]. NPI is a frequentist statistics framework that uses lower and upper probabilities and has attractive properties from several perspectives [2, 6].

The NPI forecasting method presented in this paper is a quantitative analysis method which attempts to make only few assumptions in addition to available data, and provides an interesting alternative to Monte Carlo simulation as will be illustrated and discussed in this paper. The explicitly predictive nature of NPI, within the frequentist statistics framework, makes it a natural method for forecasting, where it is particularly important to emphasize that, when forecasting multiple future observations, these are explicitly interdependent, which corresponds to the idea of forecasting one observation, then adding that value to the data and forecast the next future observation based on the original data and the previous forecasted value. This sequential idea continues in the natural manner, and is implicitly done by the NPI approach. A major consequence of this is that the forecasts exhibit more variation than would be the case if the multiple future observations were assumed to be conditionally independent, given the original data. This important feature has also been studied in relation to an NPI-based alternative to bootstrapping, where the increased variability avoids the underestimation of variance from which the traditional bootstrap suffers [4].

This paper presents NPI for future stock returns and NPI-based risk measures, and illustrates these using historical stock market data. NPI for comparison of two stocks based on their future aggregate returns is also presented. In Section 2 relevant background literature is summarised. Section 3 presents the new NPI methods for stock returns, these are illustrated via an example in Section 4. Section 5 concludes the paper with discussion of several related issues.

2. Preliminaries

In classical probability theory, the probability for an event \(E\) is given by a precise value \(p(E) \in [0, 1]\), where \(p(\cdot)\) is a probability satisfying Kolmogorov’s axioms. However, a precise probability is not always an appropriate measure when faced with incomplete information or knowledge. An alternative approach is to use imprecise probability, which is an umbrella term encompassing a wide range of generalizations of classical probability theory [1]. Imprecise probability is a well-established concept, a historical overview is presented by Hampel [22]. In the past two decades, interest in this field has increased and significant progress has been
made, both on theory and aspects of implementation [1]. In theory of imprecise probability, uncertainty about event $E$ is quantified by lower probability $P(E)$ and upper probability $\overline{P}(E)$ with $0 \leq P(E) \leq \overline{P}(E) \leq 1$. Classical, precise probability is the special case with $P(E) = \overline{P}(E)$, while the vacuous statement $P(E) = 0$ and $\overline{P}(E) = 1$ reflects complete lack of knowledge about the event $E$. Of course, the aim is to assign meaningful and non-trivial lower and upper probabilities to events of interest, where $P(E)$ can be interpreted as reflecting the evidence in favour of event $E$, and $\overline{P}(E)$ the evidence against $E$, hence in favour of the complementary event $E^c$, also reflected through the conjugacy property $\overline{P}(E) = 1 - P(E^c)$ [1].

One frequentist statistical method which provides meaningful imprecise probabilistic inferences is nonparametric predictive inference (NPI), which is based on Hill’s assumption $A(n)$ [24]. NPI gives direct lower and upper probabilities for one or more future real-valued random quantities based on observed values of $n$ related random quantities [2, 8]. Effectively, in NPI it is assumed that the rank of a future real-valued observation among $n$ observed values is equally likely to have each possible value, so from 1 to $n + 1$. While this assumption is implied by exchangeability [16] before the $n$ observations become available, $A(n)$ keeps this property after the $n$ observations have become available. Hence, $A(n)$ can be regarded as a post-data exchangeability assumption, such that the future observation is equally likely to be in each interval of the partition of the real-line, or part of this if observations are known or assumed to certainly belong to it, as created by the $n$ observations. For ease of presentation it is assumed throughout this paper that there are no tied observations; if these occur then they can be dealt with by assuming that such observations differ by a very small amount, a common method to break ties in statistics.

Inferences based on $A(n)$ are predictive and nonparametric, and can be considered suitable if there is hardly any knowledge about the random quantity of interest, other than the $n$ observations, or if one does not want to use such information, e.g. to study effects of additional assumptions underlying other statistical methods. Such inferences are exactly calibrated [27], which strongly justifies their use from frequentist statistics perspective. $A(n)$ is not sufficient to derive precise probabilities for many events of interest, but optimal bounds for probabilities for all events of interest can be derived via the ‘fundamental theorem of probability’ [16]. These optimal bounds are lower and upper probabilities [1, 2], and are applied in NPI to a range of statistical applications, where through the use of latent variable representations also methods for Bernoulli and multinomial data have been developed [3, 6, 7, 9, 10]. A generalization of $A(n)$ in order to deal with right-censored observations has also been presented [12] and was e.g. used in the development of NPI-based methods for opportunity-based replacement models in operational research [14, 15].

NPI has also been developed for multiple future observations, say $m$ future observations, based on data consisting of $n$ observations. This is based on $A(n+m-1)$, which implies $A(n+k)$ for all $k = 0, ..., m - 2$ [6, 24]. This can also be viewed as a post-data version of a finite exchangeability assumption for $n + m$ random quantities. The implication is that each future observation is equally likely to fall in any interval $I_j$, and all possible orderings of the $n$ data observations and the $m$ future observations are equally likely. There are $\binom{n+m}{n}$ possible orderings in total, so the probability of any specific ordering of the $m$ future observations among the $n$ data observations is $\frac{\binom{n+m}{n}}{\binom{n+m}{n}}^{-1}$. It is important to emphasize that this inference for $m$ future observations implicitly takes the interdependence of these future observations into account, so such simultaneous inference for $m$ observations is identical to sequential inference where one first considers a single future observation based
only on the \( n \) available data observations, then a second one based on the \( n \) data and one earlier future observation, and so on. As mentioned in the introduction, this is crucial as it provides a correct view on variability in forecasting and ensures that strong frequentist consistency properties hold. For any event involving the \( m \) future observations, the numbers of orderings for which this event must hold or can hold are of interest. Generally in the NPI framework, the lower probability for an event of interest is derived by counting all orderings for which this event must hold, and the corresponding upper probability is derived by counting all orderings for which this event can hold.

3. NPI-based inferences about stock returns

This section presents the novel application of NPI for stock returns. Prediction of future stock prices is presented, followed by consideration of measuring risk and uncertainty. Finally, comparison of future returns of two stocks is presented. The novel methods will be illustrated and discussed in an example in Section 4.

3.1 Predicting stock returns

Let \( V_t \) be the value of a stock at time \( t \). Throughout this paper time is considered to be discrete with intervals of equal length between observations. Assume that a time series of historical stock prices \( V_t = v_t, t = 0, \ldots, n \), is available, so the historical returns \( r_t \) can be calculated as

\[
  r_t = \frac{v_t - v_{t-1}}{v_{t-1}} \quad \text{for } t \in \{1, \ldots, n\}
\]

In order to use the NPI framework for inferences about future returns, the explicit assumption is henceforth made that the order of the \( n \) observed returns \( r_1, \ldots, r_n \) is irrelevant. Of course, this assumption excludes aspects of time series beyond a general trend to be taken into account; developing NPI for such situations provides an interesting and important topic for future research. For ease of notation and without loss of generality, these observations are relabeled such that \( r_1 < r_2 < \ldots < r_n \), and it is assumed that there are no ties within the set of observed returns (see the comment on NPI in case of ties in Section 2). Assume a lower bound \( r_0 \) and an upper bound \( r_{n+1} \) for the range of possible returns, such that all observed returns are, and all future returns are assumed to be, in the interval \([r_0, r_{n+1}]\).

The choice of these values will have some effect on the inferences so they must be considered with some care, but from practical perspective this does not really impact on the applicability of the presented method. The range of possible future returns is now partitioned into \( n + 1 \) intervals \( I_i = (r_{i-1}, r_i) \), for \( i = 1, \ldots, n + 1 \), and NPI is used for inference about \( m \) future returns \( R_t, t = n + 1, \ldots, n + m \).

Applying the general theory of NPI for multiple real-valued observations [6], there are \( \binom{n+m}{m} \) orderings of the \( m \) future returns within the \( n + 1 \) intervals \( I_i \), \( i = 1, \ldots, n + 1 \), and all these orderings are equally likely. This enables inference about future returns by counting the number of orderings which satisfy a chosen stock selection criterion. The NPI lower probability for the event that the criterion is satisfied is derived by counting the number of orderings for which this criterion must be satisfied, while the corresponding NPI upper probability is derived by counting the number of orderings for which this criterion can be satisfied.

There are various stock selection criteria that could be used, depending on an investor’s aims and preferences. These criteria relate to the future value \( V_{n+m} \) of the
stock, so \( m \) time units from now, or equivalently to the aggregate return achieved over the \( m \) future periods. One could also define criteria considering returns at multiple future time points, this is not considered here but NPI methods for such criteria could also be developed and would involve similar counting arguments. Restricting attention to the value \( m \) time units into the future, let the aggregate future return be denoted by \( \tilde{R} \), then

\[
\tilde{R} = \left[ \prod_{t=n+1}^{n+m} (1 + R_t) \right]^{\frac{1}{m}} - 1
\]  

(1)

Note that, for simplicity, \( m \) is not reflected in the notation \( \tilde{R} \).

Next, the NPI lower and upper probabilities are derived for some events of interest involving the aggregate return \( \tilde{R} \) and a target return \( T_R \). The main idea for these results is straightforward. Consider a particular ordering of the \( m \) future returns, \( R_{n+j} \in I_{i_j} = (r_{i_j-1}, r_{i_j}) \), where \( i_j \in \{1, 2, \ldots, n+1\} \) and \( j = 1, \ldots, m \). The maximum lower bound for \( \tilde{R} \), denoted by \( \tilde{R}_L \), is derived by setting each future return in Equation (1) to be equal to the lower bound of the interval in which it falls, that is \( R_{n+j} = r_{i_j-1} \), where \( i_j \in \{1, 2, \ldots, n+1\} \) and \( j = 1, \ldots, m \). Strictly there is a limit argument here, as the \( I_{i_j} \) are open intervals, but the presented bound is indeed optimal and the chosen presentation is far easier than to consider and denote values only infinitesimally greater than the interval bounds. Similarly, the minimum upper bound for \( \tilde{R} \), denoted by \( \tilde{R}_U \), is derived by setting each future return in Equation (1) to be equal to the upper bound of the interval in which it falls, that is \( R_{n+j} = r_{i_j} \), where \( i_j \in \{1, 2, \ldots, n+1\} \) and \( j = 1, \ldots, m \). Then

\[
P(\tilde{R} > T_R) = \frac{1}{\binom{n+m}{m}} \sum_{O} 1\{\tilde{R}_L > T_R\}
\]  

(2)

\[
P(\tilde{R} > T_R) = \frac{1}{\binom{n+m}{m}} \sum_{O} 1\{\tilde{R}_U > T_R\}
\]  

(3)

where \( \sum_{O} \) is the summation over all the \( \binom{n+m}{m} \) possible orderings of the \( m \) future returns within the \( n+1 \) intervals, and \( 1\{A\} \) is an indicator function which is equal to 1 if \( A \) is true and 0 otherwise.

For other events of interest the NPI lower and upper probabilities can be derived with similar counting arguments. For example, an investor might instead focus on minimising downside returns. In this situation, an appropriate selection criterion could be to set an upper limit \( p^* \) for the upper probability that the return drops below a given value, i.e. to select stocks such that \( P(\tilde{R} < T_R) \leq p^* \). The use of the upper probability leads to a prudent selection criterion in line with the risk averse nature of most investors. Another investor might wish to be quite certain to achieve a specified return, in which case a possible selection criterion would be to set a lower limit \( p_* \) on the lower probability that the return exceeds a given value, i.e. to select stocks such that \( P(\tilde{R} > T_R) \geq p_* \). In this case, use of the lower probability leads to a prudent criterion.

3.2 Measuring risk and uncertainty

The NPI approach can be used to assess the investment risk of a stock. Investors often have investment aims or restrictions for which they wish to take the risk of an investment into account, which is commonly done using statistics such as the
standard deviation and Value-at-Risk (VaR). The NPI method also enables such considerations, actually there are various ways that NPI predictive lower and upper probabilities can be used to measure risk and uncertainty. Two methods are proposed: the first compares two (or more) investments and assesses their relative levels of risk, the second method can be used to calculate a quantitative risk measure which assesses the level of uncertainty regarding the aggregate future return $\tilde{R}$.

Two investments can be compared by considering the predictive probability interval $\left[ \mathcal{P}(\tilde{R} > T_R), \overline{\mathcal{P}}(\tilde{R} > T_R) \right]$ for each of them, either just for a single target return or for several target return levels. If these intervals overlap for the same target return, it can be interpreted as an inconclusive comparison of the investments at this target return level. If one interval is fully to the right of the second on the real line, then the first investment can be said to dominate the second at this target return level.

When considering a high target return, the predictive probability interval for a relatively risky investment is likely to dominate that for a safer or less volatile investment. However, when considering a low target return, a risky investment is likely to be dominated by a safer investment. This is due to the fact that although risky investments have the potential for high returns, they also tend to experience more severe downside returns. This method of comparing investments provides a more detailed picture of the predicted future returns than the single selection criterion $\mathcal{P}(\tilde{R} > T_R) \geq p$, and it enables conclusions about the relative levels of risk and uncertainty for different investments.

The level of uncertainty regarding future returns can also be investigated by calculating various quantiles of the range of possible values for $\tilde{R}$. For example, one can focus on the first and third quartiles corresponding to the lower probabilities for $\tilde{R}$, i.e. $Q_1$ and $Q_3$ such that $\mathcal{P}(\tilde{R} > Q_1) = 0.75$ and $\mathcal{P}(\tilde{R} > Q_3) = 0.25$. The range of returns spanned by the interval $[Q_1, Q_3]$ gives an indication of the level of uncertainty when predicting future returns, and $Q_3 - Q_1$ can be used as a quantitative uncertainty measure, which will be referred to as the return range uncertainty measure. Of course, one can use different quantiles and also focus on upper probabilities, or both lower and upper probabilities, in such considerations.

### 3.3 Comparing two stock returns

An attractive event to consider in order to compare two stocks is that the future return from one stock will exceed, by at least some constant $\delta$, the return from the other stock at $m$ units of time from now. For ease of presentation, suppose that $n$ historical returns are available from both stock A and stock B, this can straightforwardly be generalized to different numbers of data for the two stocks. Let $O_A$ and $O_B$ be the possible orderings of the $m$ future returns from stocks A and B, respectively, among their $n$ observed returns. Assuming that the returns of these two stocks are independent random quantities, the NPI lower and upper probabilities for the event that the future aggregate return from stock A will exceed, by at least $\delta$, the future aggregate return from stock B at time $m$, are

$$\mathcal{P}(\tilde{R}^A > \tilde{R}^B + \delta) = \frac{1}{(n+m)^2} \sum_{l_A \in O_A} \sum_{l_B \in O_B} 1\{\tilde{R}^A_{L,l_A} > \tilde{R}^B_{U,l_B} + \delta\}$$

$$\overline{\mathcal{P}}(\tilde{R}^A > \tilde{R}^B + \delta) = \frac{1}{(n+m)^2} \sum_{l_A \in O_A} \sum_{l_B \in O_B} 1\{\tilde{R}^A_{U,l_A} > \tilde{R}^B_{L,l_B} + \delta\}$$
The proofs of these lower and upper probabilities are given in the Appendix, as usual in NPI these are based on counting combinations of orderings from \( O_A \) and \( O_B \) for which the event of interest must occur, to derive the lower probability (4), and for which it can occur, to derive the upper probability (5).

Based on these lower and upper probabilities, one could interpret \( P(\hat{R}_A > \hat{R}_B + \delta) \geq 0.5 \) as strong evidence that the future aggregate return from stock \( A \) will exceed by at least \( \delta \) the future aggregate return from stock \( B \), although of course one could choose different values or include the upper probability in more detailed considerations. The results presented in this section can be extended to allow comparison of several stocks and for different events of interest, along the lines of the multiple comparisons methodology developed by Coolen and van der Laan [11] and Maturi [29].

We should emphasize that the method presented here is not explicitly aimed at optimal investment decisions or these two stocks. It will be of interest to develop the NPI approach further for such aims, for example to see how it could be applied in scenarios such as pairs trading [18, 19, 21].

4. An illustrative example

The NPI methods for future stock returns, presented in this paper, are illustrated using two real-world data sets, considering indices instead of single stocks. The first data set consists of the total returns on the MSCI World Index, which comprises 1,606 stocks from 23 developed markets across the world, providing an indication of stock market performance for global developed markets as a whole. The second data set consists of the BoA US Treasury Master index (USTre). This index measures the total return on a universe of US government bonds of all maturities, and has been chosen because it represents a comparatively less risky investment prospect than the MSCI World index. As data in this example, the annual returns on both indices spanning the period from 1990 until 2012 are used, the 23 observations for each index over this period are presented in Figure 1. The mean annual return over the period was about 7% on both indices. However, the standard deviation of MSCI World returns was about 18% while the standard deviation of US Treasury returns was about 6%. In the following illustration of the new NPI methods presented in this paper, attention is restricted to future returns over the next 3 and 6 years, of course other or more future time points could be considered.
The 23 annual returns (per index) are ordered from the smallest to the largest, and labelled \( r_1 < \ldots < r_{23} \). Appropriate values for the lower and upper bounds for the range of possible returns must be chosen, denoted by \( r_0 \) and \( r_{24} \). The interval \([r_0, r_{24}]\) is partitioned into 24 intervals \((r_{i-1}, r_i)\) for \( i = 1, \ldots, 24 \), where open intervals are used in line with the general NPI approach [6] but, for continuous data, this is of little practical relevance and one could assume half-open or closed intervals without affecting the inferences. Consider future returns over the next \( m = 3 \) and \( m = 6 \) years, this leads to \( \binom{26}{3} = 2,600 \) and \( \binom{29}{6} = 475,020 \) possible arrangements of the 3 and 6 future observations among the 23 data observations, respectively, for each index. To illustrate the use of NPI for the event that the aggregate future return over 3 and over 6 years will exceed one or more specific targets, consider target return levels of \( T_R = 0, 1, \ldots, 10\% \). The method presented in Section 3.1 was implemented with the statistical software R, which was used for all computations in this example. First, the NPI method described in Section 3.2 was applied in order to compare the relative levels of risk of these two indices. The NPI lower and upper probabilities were calculated for events \( R > T_R \), for each index, for target return levels \( T_R = 0, 1, \ldots, 10\% \). In order to allow a fair comparison of the indices, for both data sets the lower and upper limits of the range of possible returns are set at \( r_0 = -40\% \) and \( r_{24} = 30\% \).

The results of the analysis are shown in Table 1, they show several interesting features. First, imprecision (the difference between corresponding upper and lower probabilities) tends to be large for the larger horizon \( (m = 6) \) than for the smaller horizon \( (m = 3) \). Typically, in NPI imprecision tends to be a decreasing function of the number of available data observations, and an increasing function of the prediction horizon, this is in line with intuition. A further aspect of the NPI approach that must be emphasized, and in which it differs crucially from other approaches such as Monte Carlo simulation, is that the \( m \) future observations which are jointly considered for inference are mutually dependent [6]. Perhaps the easiest way to think about this is that the results based on all \( n + m \) orderings of data observations and future observations being equally likely, are identical to sequential application of NPI for a single observation each time, where a new observation is added to the data set before prediction of the next observation. Hence, there is more variation in the NPI approach with multiple future observations than for Monte Carlo simulation or similar approaches. Note that this increased variation is fully in line with frequentist theory as the NPI approach is exactly calibrated [27]. A more detailed study of this feature, in particular in comparison to standard bootstrap approaches and with application to a range of inferences in finance, has been initiated, we hope to report on progress in the near future.

Some aspects of the results reported in Table 1 that are worth noticing are as follows. Consider a potential investor who is interested in the events that the aggregate future return will exceed 0\% (i.e. that the return will be positive), 7\% (i.e. that the return will exceed the long-term average) and 10\% (which would represent a strong return on this equity index). When considering the future returns over 6 years, the NPI lower and upper probabilities for exceeding an annual return of 7\% and 10\% in aggregate tend to be smaller than the corresponding ones over 3 years, even though this longer time horizon has led to increased imprecision. To get a positive return in \( m = 6 \) years has higher lower and upper probabilities for the MSCI than for \( m = 3 \) while for the USTRe they are quite similar when the increased imprecision is taken into account. There are several forces at play in this method of prediction, these are directly related to the observed data. For example, one or more rather extreme observed returns are likely to influence prediction more strongly for a shorter future time horizon, and also the assumed bounds \( r_0 \) and
A further force is the aforementioned dependence of the $m$ future observations, which causes greater variability which particularly affects the MSCI index as it had substantially more variability in the observed data.

Table 1 also shows, for each individual case, the results of comparison of the MSCI and USTRe indices as previously discussed, so depending on whether or not the respective intervals are overlapping. This clearly reflects that if one aims at high return, MSCI is the best investment in the sense of having substantially higher lower and upper probabilities of achieving high return. USTRe is the best option in order to achieve low but positive returns, effectively because it is unlikely to lead to negative returns which are substantially more likely for MSCI. For values around the historic average of about 7% annual return, achieved by both indices over the last 23 years, the intervals are overlapping and one could not base a strong preference for either index on these data when using this specific NPI method.

The NPI methodology for calculating an uncertainty measure based on quantiles $Q_r$ for the event $(R > T_R)$, as presented in Section 3.2, leads to the results shown in Table 2, with attention restricted to the lower and upper quartiles for the lower probabilities. The return range uncertainty measure is much larger for the MSCI World index than for the US Treasury Master index, reflecting the substantially greater variability in the data for the former index and hence that the latter is less risky. This is illustrated further by the plots in Figure 2, which show the range of aggregate future lower returns, $R_L$, for both indices, and for $m = 3, 6$, as well as the lower and upper quartiles $Q_1$ and $Q_3$, and the median. As mentioned before, these $R_L$ are derived by taking all possible orderings of $m$ future returns with the $n$ observed return values, and then putting each future value at the left end point of the interval that is part of the partition created by the $n$ observed return values. Note that particularly the tails of these distributions are quite strongly affected by the choice of bounds for the range of the return values, set at $r_0 = -40\%$ and $r_{24} = 30\%$. The area of particular interest here, namely between $Q_1$ and $Q_3$, will be hardly affected by this choice, as orderings in which one out of 3 or 6 values occur in an end interval will mostly lead to aggregate lower return outside this range. A similar plot can be made for the aggregate future upper returns, $R_U$, this is not presented here as the idea is similar and focus is on the lower returns, which is more interesting with a view to risk assessment and management.

An explicit way to compare two indices was presented in Section 3.3, namely by considering the event that the future aggregate return of one index will exceed, $r_{24}$ for the range of possible returns have more influence on a shorter time period.
by at least some amount \( \delta \), the future aggregate return of the other index. This is illustrated for the case considered in this example, again with \( r_0 = -40\% \) and \( r_{24} = 30\% \) for both indices and with attention restricted to future returns over the next \( m = 3 \) years. The NPI lower and upper probabilities for the event that the future aggregate return from the US Treasury index (MSCI World index) will exceed by at least \( \delta = 0, 1, \ldots, 30\% \) the future aggregate return from the MSCI World index (US Treasury index) are given in Figure 3(a) (Figure 3(b)). Of course, these lower and upper probabilities are decreasing as function of \( \delta \). The basic case of \( \delta = 0 \) shows lower and upper probabilities which are nearly symmetric around 0.5, which is due to both indices historically having average annual returns of about 7%. The lower and upper probabilities in Figure 3(b) decrease faster than those in Figure 3(a), which is a result of the detailed orderings of the data, and hence of all future orderings per index considered; it does not necessarily reflect the greater variability of the data for the MSCI index because this variability occurs in both tails, hence there are two forces at play in such comparisons which tend to cancel each other out. These NPI lower and upper probabilities are attractive, as they address directly events of interest to an investor. The nature of these inferences is very different from established frequentist statistics methods, where for example a hypothesis of equal future returns might be tested, which gives less flexibility in focussing on the practical questions of real interest and is also harder to interpret for many people.

As mentioned before, the choice of the lower and upper limits for the range of possible return values, set at \( r_0 = -40\% \) and \( r_{24} = 30\% \) for both indices in this example thus far, will have some influence on the inferences. To explore this fur-
probability for exceeding an aggregate annual return of 10% with the longer time
ahead, and the events that the aggregate future returns over the next 3 and 6 years
will exceed 0
this specific index, attention is restricted to predictions for
returns. In order to compare the results with the earlier reported NPI method for
index. The resulting lognormal distribution was used to simulate 2,500
with the two parameters estimated on the basis of the 23 observations for this in-
a lognormal distribution, this was assumed for the MSCI index in this example,
inferences related to stock returns. As stock market returns are often modelled by
this paper, it is interesting to compare the NPI approach with Monte Carlo simu-
of intervals in the partition formed by the data, it is not illustrated in this example.
probabilities. As is easily understood, the influence of these limits is also decreasing
choice of the limits does not have a substantial e
specific value of
five cases with di
the variabilities of the returns di
choices for these limits, di
ther, the pairwise comparison method above was repeated for a variety of different
differences for these limits, differing for the two indices, which seems reasonable as
the variabilities of the returns differ noticeably. Table 3 presents the results for
five cases with different lower and upper limits, and only considering the values
δ = 0, 5, 10, 15, 20%. It is clear that, for these specific inferences, hence for each
specific value of δ and comparing the entries in the same row of the table, the
choice of the limits does not have a substantial effect on the NPI lower and upper
probabilities. As is easily understood, the influence of these limits is also decreasing
as a function of the number of available data, this follows directly from the number
of intervals in the partition formed by the data, it is not illustrated in this example.

To end this example, which illustrates the new theoretical methods presented in
this paper, it is interesting to compare the NPI approach with Monte Carlo simulation,
an established and indeed commonly used statistical method for predictive
inferences related to stock returns. As stock market returns are often modelled by
a lognormal distribution, this was assumed for the MSCI index in this example,
with the two parameters estimated on the basis of the 23 observations for this
index. The resulting lognormal distribution was used to simulate 2,500 m-year future
returns. In order to compare the results with the earlier reported NPI method for
this specific index, attention is restricted to predictions for m = 3 and m = 6 years
ahead, and the events that the aggregate future returns over the next 3 and 6 years
will exceed 0, 7, 10%. The results from this simulation study are presented in Table
4.

The Monte Carlo simulation method gives a higher probability for achieving a
positive return over the 6-year period than the 3-year period, but a smaller
probability for exceeding an aggregate annual return of 10% with the longer time
Event \( m = 3 \) \( m = 6 \)
\[ R > 0\% \quad 0.7268 \quad 0.8024 \]
\[ R > 7\% \quad 0.4392 \quad 0.4220 \]
\[ R > 10\% \quad 0.3208 \quad 0.2652 \]

Table 4. Predictive probabilities based on 2,500 Monte Carlo simulations (MSCI index)

horizon. This is likely to result from the larger impact of relatively extreme values in the simulation over the shorter period than over the longer period. The comparison with the NPI results, as presented in Table 1, is not straightforward, as there are two main differences. First, the NPI approach does not make any assumptions about an underlying probability distribution, while the Monte Carlo method explicitly used the assumed lognormal distribution. Secondly, and this is a very important difference between the two methods, the future observations in the NPI approach are dependent, which in relation to a simulation as done for the Monte Carlo method means that, if the first sampled future return value were large, it becomes slightly more likely for the next one to also be a bit larger. This leads to more variability for the future values in the NPI method than for the Monte Carlo method, however it should be emphasized that, from theoretical perspective, this greater variability is fully justified [6]. More detailed study of this effect, in particular also by comparing the NPI approach to bootstrap methods, is ongoing, results are expected to be reported in the near future. In this example, this comparison of the results from the Monte Carlo simulation and the NPI method shows that NPI tends to lead to somewhat greater lower and upper probabilities for the events that the aggregate future return exceeds 7% and 10%, compared to the Monte Carlo probability, but mostly smaller lower and upper probabilities for the event that the aggregate future return will be positive. As mentioned, there are several aspects that influence these results, with the greater variability in the NPI method likely to be the cause for the results for the larger positive aggregate future return levels, but mostly the results from the two methods are not too far apart, with the Monte Carlo probability either inside or close to the interval created by the corresponding NPI lower and upper probabilities. One could also use this as an argument to support the assumption of a lognormal distribution as used for the Monte Carlo simulation. A similar comparison for the USTre index led to the same insights and is not reported here.

5. Concluding remarks

This paper presents the first application of NPI to aspects of finance, in particular prediction of stock returns. Of course, in order to derive at meaningful inferences about future stock returns, the underlying data set of historical stock returns must be appropriate. Key considerations include: the time period spanned by the historical data set to be used; the time period between observations, i.e. whether one should use daily returns, weekly returns, etc; and the values assigned to the lower and upper bounds \( r_0 \) and \( r_{n+1} \).

The time period spanned by the data set should be considered carefully, since this has implications for the reasonableness of the exchangeability assumption discussed in Section 2. If the time period is excessively long, it may not be reasonable to assume that all past and future returns are exchangeable, since there may have been significant fluctuations in the economy or industry as a whole affecting the level of stock returns. However, the data set must be large enough to provide meaningful inferences about future returns, small values of \( n \) compared to \( m \) are likely to lead to very imprecise inferences which may not be of much use.
The time period between observations is also an important consideration with regard to the exchangeability assumption. It has been proposed that certain days of the week or times of the year experience significant differences with regard to stock returns and changes in market indices. These anomalies are known as calendar effects, the most important of which are the weekend effect and the January effect [33]. The weekend effect refers to the fact that stocks tend to exhibit relatively large daily returns on Fridays compared with the daily returns on Mondays. The January effect refers to the larger stock returns experienced in January compared with those seen in other months. It may be important to account for these effects when assuming exchangeability within a data set, but adaptation of the NPI method through data manipulation techniques in order to deal with such effects is beyond the scope of this introductory paper. In connection to this topic, and as commented on earlier, the assumption that the original order of the historical returns is irrelevant may not be satisfactory in some real-world applications, for example if there are time series aspects beyond a general trend which are likely to have a substantial impact on the future stock returns. It may be possible to apply NPI in such cases together with some more detailed modelling, investigating this is an important topic for future research. As bootstrap methods are important for many data-based inferences in finance, it is of interest to mention the recently developed NPI approach to bootstrapping [4]. This provides bootstrap samples with more variability than traditional bootstrap methods, and it will be of interest to develop it further for finance applications and to compare it to other variations such as the wild bootstrap [25].

The choice of the values $r_0$ and $r_{n+1}$ also affects the inferences about future returns, this has been discussed and illustrated in the example. For the analysis undertaken in this paper, $r_0$ was set slightly below the minimum value in the set of historical returns and $r_{n+1}$ slightly above the maximum value in this set. However, detailed investigation of the impact of these values on specific inferences and in specific applications is strongly recommended, more general guidance could be achieved in future research.

The NPI methods presented in this paper provide already a relatively straightforward approach to a variety of important topics related to future stock returns, and the frequentist statistics properties of NPI provide strong justification for the use of these methods, in particular when there is little further information about the stocks in addition to the historical data, or if one explicitly wishes not to use any additional information. There are many opportunities for extending the results in future research. It will be of interest to further investigate the impact on predictive probabilities of varying the timeframe and frequency of the historical returns data set, the number of future returns considered and the values assigned to the lower and upper limits on future returns. A wider range of stock selection criteria could be investigated in addition to those presented in Section 3.1 and these could be tested on a more extensive range of data sets.

Considering the dependence structure between the stock returns via copula [17, 26, 34] is another interesting research topic. A first approach to develop NPI in order to take such dependence into account has recently been published [13] and research on this topic is ongoing. NPI for multivariate data including data with additional predictors, is also an important topic for future research. Furthermore, the NPI methodology was presented for assessing the investment risk of a stock and for comparing investments with regard to their risk and uncertainty characteristics. This initial investigation into NPI-based risk measures can be extended in several ways, for example by considering different risk measures and linking it to selection of stocks for a portfolio. The application of NPI to financial analysis is a large area of
potential research to which this paper has made an important initial contribution.
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Appendix

The lower probability (4) is obtained by deriving the maximum lower bound for

\[ P(\tilde{R}^A > \tilde{R}^B + \delta), \]

as follows:

\[
P(\tilde{R}^A > \tilde{R}^B + \delta)
= \frac{1}{m} \sum_{l_B \in O_B} P(\tilde{R}^A > \tilde{R}^B + \delta | R^B_{n+j} \in (r^B_{i_j-1, i_j}), l_B \in O_B, i_j \in \{1, \ldots, n+1\}, j = 1, \ldots, m)
\geq \frac{1}{m} \sum_{l_B \in O_B} P(\tilde{R}^A > \tilde{R}^B + \delta | R^B_{n+j} = r^B_{i_j}, l_B \in O_B, i_j \in \{1, \ldots, n+1\}, j = 1, \ldots, m)
= \frac{1}{m} \sum_{l_B \in O_B} P(\tilde{R}^A > \tilde{R}^B_{U,I_B} + \delta)
\geq \frac{1}{m^2} \sum_{l_A \in O_A} \sum_{l_B \in O_B} 1\{\tilde{R}^A_{L,I_A} > \tilde{R}^B_{U,I_B} + \delta\} = P(\tilde{R}^A > \tilde{R}^B + \delta)
\]

The first (second) inequality follows by setting each future return from stock B (stock A) in Equation (1) to be equal to the upper (lower) bound of the interval in which it falls.

The upper probability (5) is obtained by deriving the minimum upper bound for

\[ P(\tilde{R}^A > \tilde{R}^B + \delta), \]

as follows:

\[
P(\tilde{R}^A > \tilde{R}^B + \delta)
= \frac{1}{m} \sum_{l_B \in O_B} P(\tilde{R}^A > \tilde{R}^B + \delta | R^B_{n+j} \in (r^B_{i_j-1, i_j}), l_B \in O_B, i_j \in \{1, \ldots, n+1\}, j = 1, \ldots, m)
\leq \frac{1}{m} \sum_{l_B \in O_B} P(\tilde{R}^A > \tilde{R}^B + \delta | R^B_{n+j} = r^B_{i_j}, l_B \in O_B, i_j \in \{1, \ldots, n+1\}, j = 1, \ldots, m)
= \frac{1}{m} \sum_{l_B \in O_B} P(\tilde{R}^A > \tilde{R}^B_{L,I_B} + \delta)
\leq \frac{1}{m^2} \sum_{l_A \in O_A} \sum_{l_B \in O_B} 1\{\tilde{R}^A_{L,I_A} > \tilde{R}^B_{L,I_B} + \delta\} = \overline{P}(\tilde{R}^A > \tilde{R}^B + \delta)
\]

The first (second) inequality follows by setting each future return from stock B (stock A) in Equation (1) to be equal to the lower (upper) bound of the interval in which it falls.
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